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ABSTRACT
This paper presents a novel approach to natural language understanding, integrating personality 
and emotion-aware features for sentiment analysis and depression detection. This research aims to 
enhance the performance of natural language understanding tasks, specifically sentiment analysis 
and depression detection, while also promoting explainability by including interpretable insights 
into psychological factors, such as emotion and personality, that influence these tasks. We refer to 
this additional feature as the psychology-informed module, alongside attention and transformer 
models. We achieved a significant improvement in accuracy using only the emotion feature: 3.4% 
for sentiment analysis on the IMDb dataset and 3.1% for depression detection on the SDCNL 

dataset. Similarly, using the personality feature 
led to a 2.5% improvement in sentiment analysis 
on the Polarity dataset and a 2.9% improvement 
in depression detection on the SDCNL dataset. 
On the other hand, the culmination of combining 
both psychological features achieves an accuracy 
of 0.8775 and 0.9053 for sentiment analysis on 
the Polarity and IMDb datasets, respectively. 
Additionally, notable results were obtained 
for depression detection, with accuracies 
of 0.8533 and 0.7177 on the Twitter (now 
known as X platform) and SDCNL datasets, 
respectively. These advancements enhance 
model accuracy and improve explainability, 
fostering versatile real-world applications. We 
thoroughly examined the factors, advantages, 
and limitations associated with this approach 
(psychology-informed module), providing a 
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comprehensive discussion within the scope of our study. The findings pave the way for future 
research to explore innovative techniques, further expanding the interdisciplinary impact of 
psychology-informed natural language understanding.

Keywords: Depression detection, emotion-aware recognition, machine learning, natural language processing, 
natural language understanding, personality-aware recognition, psychology-informed models, sentiment 
analysis

INTRODUCTION

In the contemporary digital era, Natural Language Understanding (NLU) is rapidly 
advancing and finding versatile applications in diverse domains such as recommendation 
systems, depression detection, sentiment analysis, and more. As we witness the growing 
influence of NLU in shaping technology-driven solutions, a compelling question arises: 
Can integrating psychological insights into text analysis enhance its performance?

Prior work has focused on enhancing sentiment classification performance in textual 
messages through integrating personality recognition (Tan et al., 2023). Building upon 
this foundation, the current study delves deeper into the potential synergy between Natural 
Language Understanding (NLU) and psychology. This research aims to improve model 
performance by incorporating psychological information (referred to as the psychology-
informed module) into text analysis, contributing to more nuanced and enhanced outcomes. 
Subsequently, this research study examines the significance of improvements in this 
approach compared to the baseline using statistical testing.

By delving into the intricacies of human emotion, personality, and cognitive 
processes, we seek to elevate the capabilities of NLU, paving the way for more nuanced 
and contextually aware applications. This exploration is motivated by the belief that a 
deeper understanding of the psychological dimensions within language can unlock new 
possibilities for refining the accuracy and effectiveness of NLU systems in various real-
world scenarios.

Incorporating a psychology-informed module enhances the performance of natural 
language understanding tasks. It promotes explainability by providing interpretable 
insights into the underlying psychological factors influencing sentiment analysis and 
depression detection. This emphasis on transparency contributes to a more trustworthy 
and comprehensible framework for decision-making in NLU applications. This approach 
holds unlimited potential; for instance, in real-time, harnessing emotions not only improves 
depression detection but also facilitates context-aware emotion labelling or user personality 
labelling, empowering the algorithm to deliver personalized recommendations to other 
users, thus achieving a dual benefit with a singular, versatile approach.
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LITERATURE REVIEW

Psychology Informed Model

This research defines the psychology-informed model as a classical model enhanced with a 
psychology-informed module, incorporating features derived from personality recognition 
and emotion recognition.

Personality Recognition

Various personality theories propose distinct dimensions (Cervone & Pervin, 2022), 
including the Eysenck Personality Questionnaire (EPQ) with the Big-3 model (Eysenck & 
Eysenck, 1975), the Myers-Briggs type indicator (MBTI) represents the Big-4 model, and 
the widely accepted Big-5 model encompasses "openness, conscientiousness, extraversion, 
agreeableness, and neuroticism" (OCEAN) (Goldberg, 1993). Additionally, the Big-
6 model, incorporating "honesty-humility, emotionality, extraversion, agreeableness, 
conscientiousness, and openness" (HEXACO) (Ashton et al., 2004) provides another 
perspective on personality dimensions. According to Moreno et al. (2021), personality 
traits of an individual are shown in his or her written text.

Mairesse et al. (2007) made a significant contribution by conducting a state-of-the-art 
research focused on psycholinguistic features. Their study on the Essays corpus employed 
correlational analysis to identify key features influencing personality classification. In 
addition, Sun et al. (2019) justified topic word extraction through lexicons and word2vec 
for measuring personal traits in specific aspects using user-generated text. These techniques 
demonstrate significant diversity among individuals in affect and social interaction, 
revealing correlations with personality traits. In addition, transformer embedding includes 
Bidirectional Encoder Representations from Transformers (BERT) with SenticNet (a 
psychological lexicon), which shows improvement in personality recognition (Ren et al., 
2021). These show the potential of personality recognition to improve the natural language 
understanding model.

Emotion Recognition

Emotions serve as immediate indicators of our psychological state. Circumplex Model 
of Affect is a widely acknowledged framework that categorizes emotions within a two-
dimensional space defined by valence (pleasant-unpleasant) and arousal (low-high), 
offering a structured representation of diverse emotional experiences and their relationships 
(Posner et al., 2005). The seven common emotions are joy, anger, fear, surprise, sadness, 
disgust, and contempt. However, we can further fine-grain emotions such as admiration, 
love, and others. Hence, several datasets such as the ISEAR dataset (Scherer & Wallbott, 
1994), the DENS dataset (C. Liu et al., 2019), and the GoEmotions dataset (Demszky et 
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al., 2020) featured varying numbers of classes, commonly utilized in emotion machine 
learning research.

Notably, for concise text, long short-term memory (LSTM) demonstrates superior 
performance with an accuracy of 97.50%, surpassing Linear Support Vector Classifier, 
which achieves only 89% (Alfarizi et al., 2022). Subsequent advancements involve 
transformer embeddings, revealing enhanced results with accuracy scores of 0.7431, 0.7299, 
0.7009, and 0.6693 for its variations, namely RoBERTa, XLNet, BERT, and DistilBERT, 
respectively (Adoma et al., 2020). Therefore, this study delves into evaluating the efficacy 
of extracting emotional information features from transformer models as opposed to 
traditional statistical models.

Natural Language Understanding

To validate our hypothesis, which incorporates insights from psychological information, 
specifically personality and emotion, we focus on two natural language understanding 
tasks: sentiment analysis and depression detection. 

Sentiment Analysis

In today's digital age, understanding and effectively classifying sentiments expressed in 
textual messages has become crucial for a wide range of applications. Sentiment analysis 
plays a pivotal role in enhancing various aspects of communication, business, and social 
interactions. (Yang et al., 2020; Yarkoni, 2010; Lin et al., 2017). It involves binary 
classification tasks, commonly applied to datasets that include movie reviews from movie 
and shopping platforms such as IMDb (Maas et al., 2011a) and Amazon Review (Keung 
et al., 2020).

Researchers explored the combination of lexicon-based methods and neural networks 
for sentiment analysis, achieving comparable accuracy of 90% when employing a recurrent 
neural network (RNN) and their variant, long short-term memory (LSTM), on the IMDb 
dataset  (Qaisar, 2020; Shaukat et al., 2020). Meanwhile, on the Amazon Review dataset, 
a TF-IDF approach with logistic regression yielded an accuracy of 0.9; similarly, a BERT 
model achieved a comparable level of accuracy (Durairaj & Chinnalagu, 2021; Rajat et al., 
2021). The observed identical accuracies prompt a consideration for potentially adopting a 
more efficient or lightweight approach to achieve similar results in sentiment analysis tasks.

Depression Detection

Depression detection models are significant as a screening tool to facilitate early treatment 
(Souza Filho et al., 2021). According to Havige et al. (2019), there is a strong positive 
correlation between a written message and the risk or the degree of depression in an 
individual. Hence, research has shown the possibility of detecting a person's depression 
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based on a text message that he or she posted or commented on. A study on postpartum 
depression also supported that the linguistic style in a message’s content is a major indicator 
that is able to predict whether a person has depression or not (De Choudhury et al., 2014). 
There are widely used datasets, such as the Reddit and SDCNL datasets, which were 
collected through web scraping from users' self-reports on social media platforms (Haque 
et al., 2021; Yates et al., 2017).

Choudhury et al. (2016) proved the positive correlation between emotion and linguistic 
style labelled by LIWC and depression. Using a support vector machine classifier, the 
overall depression detection accuracy is 0.68. According to Kamal et al. (2018), the highest 
accuracy achieved in depression classification is 0.73 using the decision tree algorithm.

Tadesse et al. (2019) explored various combinations of lexicon features and models, 
finding that the combination of linguistic inquiry and word count (LIWC)  + Latent 
Dirichlet Allocation (LDA) + bigram with a multi-layer perceptron (MLP) classifier 
achieved a noteworthy 91% accuracy. This underscores the significance of incorporating 
psychological insights, as lexicons carry nuanced meanings. Additionally, Figuerêdo et al. 
(2022) conducted further experiments, revealing that the semantic mapping of emoticons 
resulted in a 0.05 improvement in F1 score, highlighting the potential impact of emotion 
in text on depression detection.

METHODS

We aim to enhance natural language understanding (NLU), specifically in sentiment and 
depression classification, by integrating a classical NLU model with a psychology-informed 
module, incorporating personality recognition and/or emotion recognition results. This 
integration provides additional insights into the psychological status of the classifier. Our 
experiments encompass various combinations, including utilizing psychology-informed 
models and datasets, to enhance the overall performance of the classification tasks.

As illustrated in Figure 1, we commence the process by training a psychology-aware 
model to achieve this. This model will then generate psychological features for subsequent 
NLU model training. Finally, we employ this model for evaluation.

The related resources (algorithm repository and split datasets for reproducibility) are 
all in one place: https://research.jingjietan.com/?q=PSYCHONLU. 

Datasets

Table 1 provides an overview of the datasets utilized in this research. Two widely recognized 
and relevant datasets were selected for each model's task domain. This choice allows for a 
comparative analysis that may offer additional evidence to support the research hypothesis. 
Selection criteria focused on datasets with an average size of approximately 1,000 to 
100,000 records—ideal for training and analysis without being excessively large.
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Figure 1. The block diagram of the proposed model architecture

Table 1 
The datasets used in the experiments

Type Model Task Dataset Description & Splitting
Psycho Personality 

Recognition
Kaggle-MBTI-
PersonalityCafe 
(Mitchell, 2017)

The dataset was gathered from Reddit and 
comprises documents labelled with MBTI (Myers-
Briggs Type Indicator) types, which include 16 
specific types or four binary labels.
https://huggingface.co/datasets/jingjietan/kaggle-
mbti (Tan, 2024b)

Reddit-MBTI
(Deimann et al., 2023)

 The dataset, available upon request, was gathered 
from Reddit and consists of documents labelled with 
MBTI types, encompassing 16 distinct personality 
types or four binary category labels.

Emotion 
Recognition

GoEmotions
(Demszky et al., 2020)

Gathered from Reddit, this dataset includes text and 
categorizes it into 27 distinct emotions and a neutral 
category.
https://huggingface.co/datasets/willcb/go-emotion 
(Demszky et al., 2020)

CombinedDataset 
(Hartmann, 2022)

Merged from six open datasets, this combined 
dataset was refined by removing certain classes, 
resulting in a final set of seven classes.
https://huggingface.co/j-hartmann/emotion-english-
distilroberta-base (Hartmann, 2022)
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Type Model Task Dataset Description & Splitting
NLU Sentiment 

Analysis
Polarity (v2.0)
(Pang & Lee, 2004)

Comprising 1,000 movie review comments, 
this dataset is labelled with positive or negative 
sentiments.
https://huggingface.co/datasets/jingjietan/polarity-
sentiment (Tan, 2024c)

IMDb
(Maas et al., 2011a)

Composed of 50,000 comments on movie reviews, 
expressed in positive or negative terms.
https://huggingface.co/datasets/jingjietan/imdb-
sentiment (Tan, 2024a)

Depression 
Detection

Twitter (now known 
as X)
(Shinde, 2022)

Derived from Twitter posts, this dataset consists 
of 20,000 entries labelled as either indicating 
depression or not.
https://huggingface.co/datasets/jingjietan/twitter-
depression (Tan, 2024e)

SDCNL
(Haque et al., 2021)

Gathered from 1,895 Reddit posts, this dataset is 
labelled based on the presence of suicide intent.
https://huggingface.co/datasets/jingjietan/sdcnl-
suicide (Tan, 2024d)

Psychology-informed Modelling

We utilize the model parameters from the paper or train the model using the prepared 
dataset.

Personality Recognition

We employ the Kaggle-MBTI-PersonalityCafe dataset to train a TF-IDF model. TF-
IDF (term frequency-inverse document frequency) is a numerical representation of the 
importance of a word in a document within a collection of documents, emphasizing terms 
that are frequent in a specific document but rare across the entire collection (Aizawa, 2003). 
The four binary features: I/E, S/N, T/F, or P/J represent distinct dimensions of the Myers-
Briggs type indicator (MBTI), capturing preferences in terms of introversion/extraversion 
(I/E), sensing/intuition (S/I), thinking/feeling (T/F), and judging/perceiving(J/P), 
respectively (Sonmezoz et al., 2020). The formula for TF-IDF is represented by Equation 
1, where 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡, 𝑠𝑠)  = 𝑇𝑇𝑇𝑇(𝑡𝑡, 𝑠𝑠) × 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡) =  𝑡𝑡𝑡𝑡𝑠𝑠 × 𝑙𝑙𝑙𝑙

𝑁𝑁
𝑑𝑑𝑡𝑡𝑡𝑡

  represent the frequency of the term 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡, 𝑠𝑠)  = 𝑇𝑇𝑇𝑇(𝑡𝑡, 𝑠𝑠) × 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡) =  𝑡𝑡𝑡𝑡𝑠𝑠 × 𝑙𝑙𝑙𝑙
𝑁𝑁
𝑑𝑑𝑡𝑡𝑡𝑡

  in document 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡, 𝑠𝑠)  = 𝑇𝑇𝑇𝑇(𝑡𝑡, 𝑠𝑠) × 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡) =  𝑡𝑡𝑡𝑡𝑠𝑠 × 𝑙𝑙𝑙𝑙
𝑁𝑁
𝑑𝑑𝑡𝑡𝑡𝑡

 , while 
𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡, 𝑠𝑠)  = 𝑇𝑇𝑇𝑇(𝑡𝑡, 𝑠𝑠) × 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡) =  𝑡𝑡𝑡𝑡𝑠𝑠 × 𝑙𝑙𝑙𝑙

𝑁𝑁
𝑑𝑑𝑡𝑡𝑡𝑡

 
 is the number 

of documents in 
𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡, 𝑠𝑠)  = 𝑇𝑇𝑇𝑇(𝑡𝑡, 𝑠𝑠) × 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡) =  𝑡𝑡𝑡𝑡𝑠𝑠 × 𝑙𝑙𝑙𝑙

𝑁𝑁
𝑑𝑑𝑡𝑡𝑡𝑡

 
, and 

𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡, 𝑠𝑠)  = 𝑇𝑇𝑇𝑇(𝑡𝑡, 𝑠𝑠) × 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡) =  𝑡𝑡𝑡𝑡𝑠𝑠 × 𝑙𝑙𝑙𝑙
𝑁𝑁
𝑑𝑑𝑡𝑡𝑡𝑡

 
 is the number of documents containing the term 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡, 𝑠𝑠)  = 𝑇𝑇𝑇𝑇(𝑡𝑡, 𝑠𝑠) × 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡) =  𝑡𝑡𝑡𝑡𝑠𝑠 × 𝑙𝑙𝑙𝑙

𝑁𝑁
𝑑𝑑𝑡𝑡𝑡𝑡

 .

𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡, 𝑠𝑠)  = 𝑇𝑇𝑇𝑇(𝑡𝑡, 𝑠𝑠) × 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡) =  𝑡𝑡𝑡𝑡𝑠𝑠 × 𝑙𝑙𝑙𝑙
𝑁𝑁
𝑑𝑑𝑡𝑡𝑡𝑡

  [1]

Here, we have prepared four binary classifiers, each producing a label for an MBTI 
dimension. The data pre-processing involves text cleaning to remove irrelevant links and 
symbols, followed by tokenization, as in Algorithm I.

Table 1 (continue)
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Algorithm I: Data Pre-processing
Input: Dataset 𝐼𝐼 

Regex for link R_LINK ← https?://[^\s<>"]+|www\.[^\s<>"]+” 
Regex for symbol R_SYMBOL ← “[^0-9a-z]” 

Output Dataset 𝐼𝐼 
Regex for link R_LINK ← https?://[^\s<>"]+|www\.[^\s<>"]+” 
Regex for symbol R_SYMBOL ← “[^0-9a-z]” 

1 # Assume N dimension is available in this dataset
GET 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑠𝑠 FROM 𝐼𝐼𝑑𝑑  

2 # Loop all the text
FOR 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∈ 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑠𝑠 DO: 

3 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ← 𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡𝐿𝐿(𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)   
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ← 𝐿𝐿𝑡𝑡𝑟𝑟𝑡𝑡𝑡𝑡. 𝑠𝑠𝑠𝑠𝑠𝑠(𝑅𝑅𝐿𝐿𝐼𝐼𝑁𝑁𝐿𝐿 ,  , 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡). 𝑠𝑠𝑠𝑠𝑠𝑠(𝑅𝑅𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐿𝐿 , , 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)     
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ← 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡.split()  

 

4
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ← 𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡𝐿𝐿(𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)   
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ← 𝐿𝐿𝑡𝑡𝑟𝑟𝑡𝑡𝑡𝑡. 𝑠𝑠𝑠𝑠𝑠𝑠(𝑅𝑅𝐿𝐿𝐼𝐼𝑁𝑁𝐿𝐿 ,  , 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡). 𝑠𝑠𝑠𝑠𝑠𝑠(𝑅𝑅𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐿𝐿 , , 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)     
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ← 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡.split()  

 
5

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ← 𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡𝐿𝐿(𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)   
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ← 𝐿𝐿𝑡𝑡𝑟𝑟𝑡𝑡𝑡𝑡. 𝑠𝑠𝑠𝑠𝑠𝑠(𝑅𝑅𝐿𝐿𝐼𝐼𝑁𝑁𝐿𝐿 ,  , 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡). 𝑠𝑠𝑠𝑠𝑠𝑠(𝑅𝑅𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐿𝐿 , , 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)     
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ← 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡.split()  

 6 ENDDO
7 RETURN Dataset 𝐼𝐼 

Regex for link R_LINK ← https?://[^\s<>"]+|www\.[^\s<>"]+” 
Regex for symbol R_SYMBOL ← “[^0-9a-z]” 

 

We process both the training set and test set using the same tokenizer. Subsequently, 
we compute the TF-IDF for each word in the dataset, resulting in floating-point values. To 
maintain consistent input lengths for the neural network model, we set the maximum length 
to 5000. The Algorithm II outlines the training process for the multilayer perceptron model.

Algorithm II: Multilayer Perceptron Model Training
Input: 

ALGORITHM II: MULTILAYER PERCEPTRON MODEL TRAINING 
 Input:  Dataset 𝐼𝐼 

Model, M 
Hyperparameter (𝑡𝑡𝑒𝑒𝐿𝐿𝑒𝑒ℎ𝑠𝑠, 𝜃𝜃… ) 

Output Model, M 
1 FOR (𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 𝑙𝑙𝑙𝑙𝑠𝑠𝑡𝑡𝑙𝑙) ∈ (𝐼𝐼𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ,𝐼𝐼𝑙𝑙𝑙𝑙𝑠𝑠𝑡𝑡𝑙𝑙 ) DO: 
2  SET 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 𝑙𝑙𝑙𝑙𝑠𝑠𝑡𝑡𝑙𝑙  TO 𝑡𝑡𝐿𝐿𝑙𝑙𝑡𝑡𝑙𝑙𝑙𝑙𝐿𝐿𝑙𝑙𝑑𝑑𝑡𝑡𝐿𝐿 
3  FOR 𝑡𝑡 IN 𝑡𝑡𝑒𝑒𝐿𝐿𝑒𝑒ℎ𝑠𝑠 
4   FOR 𝑡𝑡𝑙𝑙𝑒𝑒𝑠𝑠𝑡𝑡𝑠𝑠, 𝑡𝑡𝑙𝑙𝐿𝐿𝑟𝑟𝑡𝑡𝑡𝑡𝑠𝑠 IN 𝑡𝑡𝐿𝐿𝑙𝑙𝑡𝑡𝑙𝑙𝑙𝑙𝐿𝐿𝑙𝑙𝑑𝑑𝑡𝑡𝐿𝐿 
5    𝐿𝐿𝑠𝑠𝑡𝑡𝑠𝑠  ←  𝑇𝑇𝑡𝑡𝑡𝑡𝑑𝑑𝑇𝑇𝐿𝐿𝐿𝐿𝐿𝐿𝑙𝑙𝐿𝐿𝑑𝑑(𝑆𝑆, 𝑡𝑡𝑙𝑙𝑒𝑒𝑠𝑠𝑡𝑡𝑠𝑠) 
6    𝑙𝑙𝐿𝐿𝑠𝑠𝑠𝑠  ←  𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠(𝐿𝐿𝑠𝑠𝑡𝑡𝑠𝑠, 𝑡𝑡𝑙𝑙𝐿𝐿𝑟𝑟𝑡𝑡𝑡𝑡𝑠𝑠) 
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2  SET 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 𝑙𝑙𝑙𝑙𝑠𝑠𝑡𝑡𝑙𝑙  TO 𝑡𝑡𝐿𝐿𝑙𝑙𝑡𝑡𝑙𝑙𝑙𝑙𝐿𝐿𝑙𝑙𝑑𝑑𝑡𝑡𝐿𝐿 
3  FOR 𝑡𝑡 IN 𝑡𝑡𝑒𝑒𝐿𝐿𝑒𝑒ℎ𝑠𝑠 
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Psychology-informed NLU: Personality and Emotion-aware 

We prepared a model utilizing the parameters that were pre-trained from ALBERT 
(Robert Deimann et al., 2023) using the Reddit-MBTI Dataset. ALBERT (A Lite BERT) 
addresses challenges in scaling up model size during pretraining, offering parameter-
reduction techniques to enhance memory efficiency and training speed (Lan et al., 2019). 
This model is a multiclass model that outputs the probability for each MBTI class. 

The overall process begins with data cleaning and removing HTML tags and irrelevant 
information, as outlined in Algorithm I. Subsequently, we utilize the tokenizer from the 
respective transformer to tokenize the text. Finally, we feed the tokenized values into the 
transformer model, including the output layer, to obtain the informed features.

There are two ways to incorporate psychology-informed features. First, with ALBERT-
first, we use the highest probability as the recognition output, such as INFP, resulting in four 
binary features with values of 0 or 1. Second, we included all classes as features with the 
ALBERT-list, resulting in 16 features, each corresponding to an MBTI type, such as INFP.

Emotion Recognition

Likewise, we employ Algorithm I and Algorithm II in personality recognition to train a 
TF-IDF model on the GoEmotions dataset. We also included three additional models, 
producing psychology-informed results using parameters from transformer models, as 
detailed in Algorithm III.
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Firstly, we employ the BERT model parameters fine-tuned by Raw (2021) on the 

CombinedDataset, yielding six emotion feature labels. BERT is a transformer model 
developed by Devlin et al. (2018) that represents a cornerstone in natural language 
processing due to its versatility and effectiveness in capturing contextual information in text.

Next, we leverage RoBERTa, an optimized transformer model utilizing dynamic 
masking during pretraining. This alteration enhances the model's capture of contextual 
information, improving performance across various natural language processing tasks (Y. 
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Liu et al., 2019). This model has two variations: the distilled (light) version, DistilRoBERTa 
and the standard RoBERTa. For the former, reconstructing with parameters from Hartmann 
(2022) results in a 7-class multiclass output. Subsequently, utilizing Lowe's (2023) model 
parameters, we obtain a 28-multilabel model. 

Natural Language Understanding

Despite the availability of various feature extraction methods and models for NLU tasks, 
we opted for TF-IDF and a multilayer perceptron to ensure a fair comparison. We utilize the 
psychology-informed models mentioned above to generate features for NLU, specifically 
for sentiment analysis and depression detection. These features serve as additional support 
alongside the traditional data cleaning and TF-IDF feature extraction processes outlined 
in Algorithm I. The resulting 5000 features are concatenated with the psychology features 
and fed into a neural network, as illustrated in Figure 2.

Figure 2. Illustration of combining psychology-informed model features with TF-IDF for multilayer 
perceptron (MLP) training by concatenation: e.g., the four personality outputs (represented by red circles) 
are included alongside TF-IDF features (represented by blue circles) for sentiment analysis

However, the concatenation process does impact the total number of parameters. 
Nevertheless, we have found that its impact is negligible, as the additional features 
contribute minimally. The mathematical proof is provided below:

The number of parameters between layers is = is  = 𝑙𝑙[𝑙𝑙] × 𝑙𝑙[𝑙𝑙+1] + 𝑙𝑙[𝑙𝑙+1],  , where 𝑙𝑙[0]  
indicates the number of neurons in layer 𝑙𝑙 . 

Hence, the equation is to ensure an equal number of parameters for the normal model 
and the psychology-informed model, as shown in Equation 2:
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From Equation 3, the suggested number of neurons is rounded to 99 (the normal setting 
is 100, which is not significantly different). We conducted experiments to further examine 
this setting and observed no noteworthy impact.

Evaluation

Lastly, the experiment was designed with a data split of 80% for training and 20% for 
testing, where the training set was further divided into an 80:20 ratio for the training set 
and the validation set. The test set remains invisible during training. The evaluation metric 
used is accuracy, formulated as Equation 5, where 
𝐴𝐴𝑒𝑒𝑒𝑒𝑠𝑠𝐿𝐿𝑙𝑙𝑒𝑒𝑦𝑦 =
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𝑙𝑙𝑠𝑠𝑚𝑚𝑠𝑠𝑡𝑡𝐿𝐿 𝐿𝐿𝑡𝑡 𝑠𝑠𝑙𝑙𝑚𝑚𝑒𝑒𝑙𝑙𝑡𝑡         

=
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁 + 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁
  represents True Positive, 

𝐴𝐴𝑒𝑒𝑒𝑒𝑠𝑠𝐿𝐿𝑙𝑙𝑒𝑒𝑦𝑦 =
𝑙𝑙𝑠𝑠𝑚𝑚𝑠𝑠𝑡𝑡𝐿𝐿 𝐿𝐿𝑡𝑡 𝑒𝑒𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡𝑒𝑒𝑡𝑡 𝑒𝑒𝐿𝐿𝑡𝑡𝑑𝑑𝑡𝑡𝑒𝑒𝑡𝑡𝑡𝑡𝐿𝐿𝑙𝑙

𝑙𝑙𝑠𝑠𝑚𝑚𝑠𝑠𝑡𝑡𝐿𝐿 𝐿𝐿𝑡𝑡 𝑠𝑠𝑙𝑙𝑚𝑚𝑒𝑒𝑙𝑙𝑡𝑡         
=

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁 + 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁

  is True 
Negative, 

𝐴𝐴𝑒𝑒𝑒𝑒𝑠𝑠𝐿𝐿𝑙𝑙𝑒𝑒𝑦𝑦 =
𝑙𝑙𝑠𝑠𝑚𝑚𝑠𝑠𝑡𝑡𝐿𝐿 𝐿𝐿𝑡𝑡 𝑒𝑒𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡𝑒𝑒𝑡𝑡 𝑒𝑒𝐿𝐿𝑡𝑡𝑑𝑑𝑡𝑡𝑒𝑒𝑡𝑡𝑡𝑡𝐿𝐿𝑙𝑙

𝑙𝑙𝑠𝑠𝑚𝑚𝑠𝑠𝑡𝑡𝐿𝐿 𝐿𝐿𝑡𝑡 𝑠𝑠𝑙𝑙𝑚𝑚𝑒𝑒𝑙𝑙𝑡𝑡         
=

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁 + 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁

 
 is a False Positive, and 

𝐴𝐴𝑒𝑒𝑒𝑒𝑠𝑠𝐿𝐿𝑙𝑙𝑒𝑒𝑦𝑦 =
𝑙𝑙𝑠𝑠𝑚𝑚𝑠𝑠𝑡𝑡𝐿𝐿 𝐿𝐿𝑡𝑡 𝑒𝑒𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡𝑒𝑒𝑡𝑡 𝑒𝑒𝐿𝐿𝑡𝑡𝑑𝑑𝑡𝑡𝑒𝑒𝑡𝑡𝑡𝑡𝐿𝐿𝑙𝑙

𝑙𝑙𝑠𝑠𝑚𝑚𝑠𝑠𝑡𝑡𝐿𝐿 𝐿𝐿𝑡𝑡 𝑠𝑠𝑙𝑙𝑚𝑚𝑒𝑒𝑙𝑙𝑡𝑡         
=

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁 + 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁

 
 is False Negative.

𝐴𝐴𝑒𝑒𝑒𝑒𝑠𝑠𝐿𝐿𝑙𝑙𝑒𝑒𝑦𝑦 =
𝑙𝑙𝑠𝑠𝑚𝑚𝑠𝑠𝑡𝑡𝐿𝐿 𝐿𝐿𝑡𝑡 𝑒𝑒𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡𝑒𝑒𝑡𝑡 𝑒𝑒𝐿𝐿𝑡𝑡𝑑𝑑𝑡𝑡𝑒𝑒𝑡𝑡𝑡𝑡𝐿𝐿𝑙𝑙

𝑙𝑙𝑠𝑠𝑚𝑚𝑠𝑠𝑡𝑡𝐿𝐿 𝐿𝐿𝑡𝑡 𝑠𝑠𝑙𝑙𝑚𝑚𝑒𝑒𝑙𝑙𝑡𝑡         
=

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁 + 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁

             [5]

Moving on, to demonstrate the significance of the proposed psychology-informed 
module, we employ the McNemar test—a statistical method for analyzing paired categorical 
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data (Smith & Ruxton, 2020). This test helps assess whether the intervention (the proposed 
psychology-informed module) leads to a statistically significant change in the model's 
classification outcomes (e.g., correct vs. incorrect predictions) compared to the performance 
with and without the module. 

The null hypothesis (hypothesis (𝐻𝐻0𝑯𝑯𝟎𝟎𝐻𝐻1𝑯𝑯𝟏𝟏) for the   ) and alternative hypothesis (hypothesis (𝐻𝐻0𝑯𝑯𝟎𝟎𝐻𝐻1𝑯𝑯𝟏𝟏) for the   ) for the McNemar test are 
formulated as follows:

 • Null Hypothesis (hypothesis (𝐻𝐻0𝑯𝑯𝟎𝟎𝐻𝐻1𝑯𝑯𝟏𝟏) for the   ): There is no significant difference in the outcomes of the model 
with and without the psychology-informed module.

 • Alternative Hypothesis (hypothesis (𝐻𝐻0𝑯𝑯𝟎𝟎𝐻𝐻1𝑯𝑯𝟏𝟏) for the   ): There is a significant difference in the outcomes of the 
model with and without the psychology-informed module, indicating that the module 
leads to a significant change in the outcomes.

The McNemar test specifically examines the count of discordant pairs in the data, cases 
where outcomes differ between the two conditions. The test statistic, 𝜒𝜒2 =

(𝑠𝑠 − 𝑒𝑒)2

𝑠𝑠 + 𝑒𝑒
 , is calculated as 

shown in Equation 6:

𝜒𝜒2 =
(𝑠𝑠 − 𝑒𝑒)2

𝑠𝑠 + 𝑒𝑒
  [6]

where:

 •
𝜒𝜒2 =

(𝑠𝑠 − 𝑒𝑒)2

𝑠𝑠 + 𝑒𝑒
 

 is the number of cases where the model's prediction was correct before the addition 
of the psychology-informed module but incorrect after,

 •
𝜒𝜒2 =

(𝑠𝑠 − 𝑒𝑒)2

𝑠𝑠 + 𝑒𝑒
 

 is the number of cases in which the prediction was incorrect before the addition of 
the psychology-informed module, but was correct after.

To evaluate statistical significance, we calculate the p-value using the cumulative 
distribution function (𝑒𝑒 = 1 − 𝐶𝐶𝐼𝐼𝑇𝑇(𝜒𝜒,𝑑𝑑𝑡𝑡 = 1) ) of the chi-squared distribution with degrees of freedom (𝑒𝑒 = 1 − 𝐶𝐶𝐼𝐼𝑇𝑇(𝜒𝜒,𝑑𝑑𝑡𝑡 = 1) ) 
set to 1, using Equation 7:

𝑒𝑒 = 1 − 𝐶𝐶𝐼𝐼𝑇𝑇(𝜒𝜒,𝑑𝑑𝑡𝑡 = 1)  [7]

We then compare the p-value to a common significance level, 𝜶𝜶 =  𝟎𝟎.𝟎𝟎𝟎𝟎 . If the p-value 
is less than 0.05, we reject the null hypothesis, indicating that the psychology-informed 
module has a statistically significant effect on the model's outcomes. Conversely, suppose 
the p-value is greater than or equal to 0.05. In that case, we fail to reject the null hypothesis, 
suggesting insufficient evidence to conclude that the module significantly affects model 
performance. 



69Pertanika J. Sci. & Technol. 33 (S4): 57 - 79 (2025)

Psychology-informed NLU: Personality and Emotion-aware 

RESULTS AND DISCUSSION

The results are presented in a table, highlighting the improvements achieved by the proposed 
psychology-informed module compared to the regular method. Improvements with a 
highly significant p-value (p ≤ 0.01) are indicated with an asterisk in bold*. Additionally, 
improvements with a p-value between 0.01 and 0.05 (0.01 < p < 0.05) are also shown in 
bold. Any outcomes that do not show a significant improvement (where the null hypothesis 
is not rejected) are displayed in regular font, indicating no statistically significant difference 
between the model with and without the psychology-informed module.

Sentiment Analysis

As evident in Tables 2 and 3, there is a notable improvement in sentiment classification 
achieved through applying psychology-informed modules. Nevertheless, the Polarity 
dataset is smaller (~25× smaller) compared to the 1MDb dataset, which may lead to 
certain models failing to meet the statistical significance threshold for the hypothesis. 

Table 2 
Sentiment analysis results with personality-aware techniques

Dataset Personality-aware Model Accuracy Improvement
Polarity Regular (None) 0.8375 -

TF-IDF 0.8625 0.0250
ALBERT (list) 0.8525 0.0150
ALBERT (first) 0.8600 0.0225

IMDb Regular (None) 0.8710 -
TF-IDF 0.8854 0.0144*
ALBERT (list) 0.8740 0.0030
ALBERT (first) 0.8845 0.0135*

Table 3 
Sentiment analysis results with emotion-aware techniques

Dataset Emotion-aware Model Accuracy Improvement
Polarity Regular (None) 0.8375  -

TF-IDF 0.8600 0.0225
BERT 0.8600 0.0225
RoBERTa 0.8600 0.0225
DistilRoBERTa 0.8650 0.0275

IMDb Regular (None) 0.8710  -
TF-IDF 0.8923 0.0213*
BERT 0.8748 0.0038*
RoBERTa 0.9051 0.0341*
DistilRoBERTa 0.8929 0.0219*
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However, some psychology-informed modules still yield p-values less than 0.05, indicating 
a statistically significant impact, albeit at a lower confidence level. This is sufficient to 
demonstrate the effectiveness of the module within the smaller dataset. In contrast, the 
1MDb dataset shows stronger significance, with most models achieving p-values well 
below 0.05, further validating the module's effectiveness in a larger dataset.

Moving on, particularly noteworthy is the observation that emotion-aware models 
exhibit more substantial enhancements compared to their personality-aware counterparts. 
Specifically, the RoBERTa model, when applied to the IMDb dataset, demonstrates a 
notable improvement of 3.4%. This significant boost can be attributed to its capacity to 
tabulate 28 classes of emotion in probability, providing the model with valuable information 
for determining the overall sentiment. 

In contrast, the performance of the BERT model in the IMDb dataset, which outputs 
six classes of features, shows the lowest accuracy. A similar limitation is observed 
with DistilRoBERTa, which outputs seven classes, merely 1% away from the more 
comprehensive RoBERTa model. This constraint in class representation underscores the 
significance of having a more extensive set of classes, influencing the model's capacity to 
discern nuanced sentiments in complex textual data. 

Next, the RoBERTa and DistilRoBERTa emotion-aware models do not exhibit a 
significant difference in accuracy on the Polarity dataset. Upon further examination of both 
datasets, it is evident that the text in the Polarity dataset is relatively shorter (~4x) than that 
in the IMDb dataset. This difference leads to the conclusion that the information from the 
psychology-informed model does not have a substantial impact, as it is likely insufficient 
for the model to conduct a deep analysis of emotion. This explanation clarifies why the 
DistilRoBERTa model, which outputs seven features, performs similarly to the RoBERTa 
model, which outputs 28 features in the Polarity dataset. 

Additionally, it is essential to note that transformer-based psychology-informed models 
do not manifest a significant improvement over the TF-IDF method. This observation 
underscores the notion that a sophisticated psychology-informed model is unnecessary to 
achieve enhanced accuracy. Nevertheless, using RoBERTa and DistilRoBERTa typically 
yields better results than the BERT model in psychology-informed applications, as they 
benefit from enhanced training strategies, including larger datasets and extended training 
periods without the Next Sentence Prediction task (Y. Liu et al., 2019).

Depression Detection

As evident in Tables 4 and 5, there is a notable improvement in depression detection 
achieved through the application of psychology-informed modules. Nevertheless, the 
Twitter dataset is approximately 10 times larger compared to the SDCNL dataset. This 
larger sample size enhances the statistical power of the analysis, making it more likely to 
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detect significant differences. As a result, the models on the Twitter dataset exhibit stronger 
statistical significance, with p-values well below the threshold of 0.05, indicating a clear and 
meaningful impact of the psychology-informed module. In contrast, the smaller SDCNL 
dataset may not provide enough data to achieve similar levels of statistical significance, 
which might result in less pronounced findings.

Table 4 
Depression detection results with personality-aware techniques

Dataset Personality-aware Model Accuracy Improvement
Twitter Regular (None) 0.8485 -

TF-IDF 0.8523 0.0037
ALBERT (list) 0.8515 0.0030
ALBERT (first) 0.8525 0.0040*

SDCNL Regular (None) 0.6834 -
TF-IDF 0.7071 0.0237
ALBERT (list) 0.6939 0.0106
ALBERT (first) 0.7124 0.0290

Table 5 
Depression detection results with emotion-aware techniques

Dataset Emotion-aware Model Accuracy Improvement
Twitter Regular (None) 0.8485  -

TF-IDF 0.8555 0.0070*
BERT 0.8505 0.0020
RoBERTa 0.8540 0.0055*
DistilRoBERTa 0.8560 0.0075*

SDCNL Regular (None) 0.6834  -
TF-IDF 0.7098 0.0264
BERT 0.6939 0.0106
RoBERTa 0.7018 0.0185
DistilRoBERTa 0.7150 0.0317

In both datasets, it is generally observed that ALBERT (list) consistently performs 
worse than ALBERT (first). This discrepancy can be attributed to the distinction between 
the personality-aware and emotion-aware models. The former necessitates using only the 
highest possible value, as individuals typically belong to one personality type. In contrast, 
an emotion-aware model acknowledges the potential coexistence of multiple emotions 
simultaneously. For instance, in scenarios like a birthday party context, emotions such as 
surprise and joy can co-occur. 

Additionally, the BERT model shows little improvement compared to the DistilRoBERTa 
model, which outputs 28 emotion probabilities. This observation underscores, once again, 
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the importance of having a sufficient number of generated features from psychology-
informed modules. 

Personality Recognition

In addition, personality recognition is considered part of Natural Language Understanding 
(NLU), with emotion as the psychology-informed module. This approach is based on 
the premise that emotions expressed in a given context can potentially reflect aspects 
of an individual's personality. Table 6 illustrates the potential of leveraging emotion for 
MBTI classification, with results typically showing significant improvements in certain 
personality dimensions, particularly in the P/J (perceiving/judging) and T/F (thinking/
feeling) dimensions. These dimensions are more likely to be influenced by the emotion-
based insights, highlighting the value of incorporating emotional context into personality 
recognition models.

Table 6 
Personality recognition results with emotion-aware techniques

Personality Dimension Emotion-aware Model Accuracy Improvement

S/N
Regular (None) 0.8818 -
RoBERTa 0.8835 0.0017
DistilRoBERTa 0.8888 0.0068

P/J
Regular (None) 0.7608 -
RoBERTa 0.7740 0.0133*
DistilRoBERTa 0.7671 0.0063

I/E
Regular (None) 0.8249 -
RoBERTa 0.8251 0.0002
DistilRoBERTa 0.8329 0.0081

T/F
Regular (None) 0.8104 -
RoBERTa 0.8202 0.0098*
DistilRoBERTa 0.8294 0.0190*

However, it is crucial to note that further experiments are needed to better understand 
why certain personality traits contribute more strongly to emotional expression, especially 
when considering factors such as dataset imbalance and the data collection method. For 
example, individuals with certain personality types may be less inclined to post on social 
media, resulting in a lower representation of these personality types in the dataset. This 
imbalance can influence the model’s ability to generalize and may lead to skewed results, 
underscoring the need for additional research to account for these factors.
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Benchmark

To obtain the final evaluation of the model, we combine two psychology-informed features: 
personality (ALBERT (first)) and emotion (RoBERTa). The improvement is tabulated based 
on the highest accuracy achieved by a single model, as shown in Equation 8. 

𝑡𝑡𝑚𝑚𝑒𝑒𝐿𝐿𝐿𝐿𝑣𝑣𝑡𝑡𝑚𝑚𝑡𝑡𝑙𝑙𝑡𝑡 = 𝑙𝑙𝑒𝑒𝑒𝑒𝑠𝑠𝐿𝐿𝑙𝑙𝑒𝑒𝑦𝑦𝑒𝑒𝐿𝐿𝑚𝑚𝑠𝑠𝑡𝑡𝑙𝑙𝑡𝑡  

−  𝑚𝑚𝑙𝑙𝑡𝑡�𝑙𝑙𝑒𝑒𝑒𝑒𝑠𝑠𝐿𝐿𝑙𝑙𝑒𝑒𝑦𝑦𝐿𝐿𝑡𝑡𝑟𝑟𝑠𝑠𝑙𝑙𝑙𝑙𝐿𝐿 ,𝑙𝑙𝑒𝑒𝑒𝑒𝑠𝑠𝐿𝐿𝑙𝑙𝑒𝑒𝑦𝑦𝑒𝑒𝑡𝑡𝐿𝐿𝑠𝑠𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡𝑦𝑦 ,𝑙𝑙𝑒𝑒𝑒𝑒𝑠𝑠𝐿𝐿𝑙𝑙𝑒𝑒𝑦𝑦𝑡𝑡𝑚𝑚𝐿𝐿𝑡𝑡𝑡𝑡𝐿𝐿𝑙𝑙 � 

 

(8) 

 

 [8]

Table 7 shows that the improvement is relatively limited when combining personality 
and emotion modules, lacking significant significance compared to the individual (only 
personality or emotion module) models. Nonetheless, the Polarity dataset shows a 
noteworthy improvement of 1.7% (p-value = 0.10), which, while marginally above the 
typical significance threshold, is considered meaningful given the dataset's limited size. 
This finding suggests potential in the psychology-informed models for short text lengths. It 
highlights the need for further investigation in future work to better understand the model’s 
performance on brief text data. Nevertheless, all observed improvements for psychology-
informed NLU models are statistically significant compared to the regular approach models.

Table 7 
Proposed approach: Psychology-informed NLU (Personality-aware (ALBERT) + Emotion-aware 
(RoBERTa))

Dataset Reference Accuracy Accuracy
(Personality-

aware (ALBERT) 
+ Emotion-aware 

(RoBERTa))

Improvement

Regular 
(None)

Personality 
(ALBERT 
(first))

Emotion 
(RoBERTa)

Compared 
to Regular 

(None)

Compared to 
Single Feature 
(Personality or 
Emotion) (Best)

Polarity 0.8375 0.8600 0.8600 0.8775 0.0400 0.0175
IMDb 0.8710 0.8845 0.9051 0.9053 0.0343* 0.0002
Twitter 0.8485 0.8525 0.8540 0.8553 0.0068* 0.0013
SDCNL 0.6834 0.7124 0.7018 0.7177 0.0343 0.0053

Last but not least, we tabulate results from other researchers in Table 8 for comparative 
analysis. This comparison reaffirms that psychology-informed models demonstrate the 
capability to enhance accuracy, even when compared to heavy transformer models. 

Even with a simple TF-IDF-based psychology-informed model, such as emotion-aware 
recognition for sentiment analysis on the IMDB dataset, our approach achieves an accuracy 
of 0.8923 (refer to Table 3), surpassing the 0.8905 achieved by the benchmark ALBERT 
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model (refer to Table 8). Notably, our approach maintains superiority with significantly 
lower computational costs due to its lightweight design. This underscores the potential 
effectiveness of integrating psychological insights into the NLU framework for improved 
performance.

Table 8 
Benchmark comparison of proposed approach: Psychology-informed NLU (Personality-aware (ALBERT) + 
Emotion-aware (RoBERTa))

Dataset Approach Accuracy
Polarity Proposed Psychology-Informed Approach 0.8775

Support Vector Machine (SVM) + Information Gain
(Maulana et al., 2020) 0.8565

Bernoulli Naive Bayes 
(Rahman & Hossen, 2019) 0.8750

Radial Basis Function 
(Maulana et al., 2020) 0.8305

IMDb Proposed Psychology-Informed Approach 0.9053
ALBERT
(Ding et al., 2021) 0.8905

LSTM
(Qaisar, 2020) 0.8990

Gate Recurrent Unit 
(Ding et al., 2021) 0.8631

Logistic Regression 
(Qaisar, 2020) 0.8914

Max Entropy Random Forest
(Das & Chakraborty, 2018) 0.8991

Twitter Proposed Psychology-Informed Approach 0.8553
Gaussian Naive Bayes
(Celebi, 2023) 0.7722

Multinomial Naïve Bayes
(Deshpande & Rao, 2017) 0.8300

SDCNL Proposed Psychology-Informed Approach 0.7177
Support Vector Machine
(Gupta et al., 2023) 0.7000

Logistic Regression
(Gupta et al., 2023) 0.7100

BERT-Dense
(Haque et al., 2021) 0.7050

BERT-Bidirecttional LSTM
(Haque et al., 2021) 0.7150

Mental FLAN (Large Language Model) 
(Xu et al., 2023) 0.6770
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Our findings suggest we can achieve effective results without training additional 
complex models. We can reduce costs and training time by leveraging simple methods or 
existing classification models already integrated within the system. This approach enhances 
explainability, providing clearer insights into classifications without adding more hidden 
layers for complexity.

CONCLUSION

In conclusion, the integration of personality and emotion-aware features into natural 
language understanding models, particularly for sentiment analysis and depression 
detection, has been validated through various experiments and statistical hypothesis testing, 
demonstrating their effectiveness in enhancing model performance. This approach improves 
model accuracy by up to 3.4% in sentiment analysis (IMDb dataset) and depression 
detection (SDCNL dataset). However, it also enhances model explainability, making it 
more transparent and interpretable compared to a complex model. 

While the model demonstrated improved accuracy without relying strongly on 
complexity, it includes some features that may not contribute significantly. Therefore, we 
suggest exploring techniques such as principal component analysis (PCA) or other feature 
selection methods in future work to eliminate unimportant features and further optimize 
model performance.

This research has established a foundation for improving explainability and could be 
expanded to examine additional psychological factors or explore different natural language 
understanding (NLU) tasks. The future work in this area holds exciting possibilities. For 
example, future studies could use this approach to assess public intentions regarding 
vaccination or gauge people's perceptions of policy-making. All these applications aim to 
enhance public welfare while avoiding the complexity of advanced models. Subsequently, 
the next phase of work could involve incorporating psychology-informed model features 
into embeddings without relying solely on recognition results. This approach aims to 
explore alternative methods of leveraging the model's insights. 
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